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“No-Regret” Learning 
 

• Have a set of N “signals” or “predictors” 
– alphas, advisors, returns of funds, long/short instruments,… 

• Each trading period, each predictor receives an arbitrary payoff 
– no stochastic assumptions; could be generated by all-knowing adversary 

– predictors could have side information, expertise, specialization, omniscience, etc. 

– will assume boundedness of payoffs 

• Algorithm maintains dynamic weighting/portfolio over predictors 
– receives weighted payoff each period 

• Goal: over T  periods, payoff close to the best predictor in hindsight 
– for any sequence of predictor payoffs 

– “no regret”: (best payoff – algo payoff) grows sublinearly in T (0 per period) 

– not competing with optimal (switching) policy 

• Contrast with boosting criterion 
– trying to track best, not to beat best 

– “needle in a haystack” vs. “wisdom of crowds” 

• Obvious appeal in financial settings 
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Remarks 

 

• No-regret algos and analyses have long and rich history 
– 1950s: Blackwell approachability 

– modern connections to Black-Scholes (non-stochastic derivation) 

• Strong connections to game theory 
– minimax theorem and linear programming 

– convergence to Nash and correlated equilibrium 

• Demystification #1: “Follow the Leader” has regret ~ # of lead changes 

• Demystification #2: log(N) regret term means cannot try “everything” 
– e.g. can’t predict sequence of T coin flips by adding all 2T possible predictors 

• Under stochastic assumptions, often recover (near) optimal solutions 
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Unfortunately… 
 

• Large N and sideways markets create serious challenges 

• Main issue: multiplicative updates lead to portfolio concentration 

• Additive loss functions  lack of risk considerations 

• Fiddling with learning rate doesn’t help 

S&P500, 2005-2011 



Even Worse… 

 

• Could ask for no regret to best strategy in risk-adjusted metrics: 
– Sharpe Ratio: μ(returns)/σ(returns) 

– Mean-Variance: μ(returns) - σ(returns) 

• Strong negative results:  
– No-regret provably impossible  

– Lower bounds on competitive ratio for any algorithm 

• Intuition: Volatility introduces switching costs 

• Alternative approach: 
– Measure risk by typical loss (e.g. one standard deviation) 

– Internalize risk within strategies 



No-Regret Under Inventory Constraints 

• Can’t control Sharpe Ratio, but can limit allowed positions/portfolios 

• Restrict to portfolios with daily standard deviation PNL at most $X historically 

• Leads to elliptical constraint in portfolio space depending on correlations 

• Only compete with strategies: 
– Obeying inventory constraints 

– Making only local moves (limit market impact) 

• Combine no-regret with pursuit-evasion to recover (theoretical) guarantees 
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Conclusions 

• No-regret learning: rich history, powerful theory 

• Deviations from additive loss (e.g. risk) present difficulties 

• One workaround: endogenize risk 

• Other uses: parameter optimization 
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